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1. 自己提出的问题的理解：
2. 提出的问题1：书中任一点到x0到超平面S的距离是怎么推导的？

讨论后的理解：首先，设点在平面S上的投影为，则有：。由于向量与S平面的法向量w平行，所以，，所以，那么距离公式就可以得到了。

1. 别人提出的问题的理解：
2. 问题2：为什么“损失函数的一个自然选择是误分类点的总数”？

自己的理解：这只是一个显然的想法。就是最初的损失函数的想法，损失函数本来就应该实现这样的功能，即能够体现出误分类的情况就可以了，所以一个自然的想法就是误分类点的总数可以作为损失函数，这就是最初的显然想法而已。

1. 问题3： 怎么理解当训练数据集线性可分时，感知机学习算法存在无穷多个解，其解由于不同的初值或不同的迭代顺序而可能有所不同。

自己的理解：可能存在一定范围内，那个分割的平面都可行，只需要对得到的超平面解进行一定的微调，在这种微调中，就有无穷多个解，显然通过选择不同的初值和迭代顺序就可以得到不同的解。

1. 问题4： 如何理解实例点更新次数越多，它距离分离超平面的距离越近？

自己的理解：考虑调整其它实例点的时候 重新对该实例点进行调整，每一次更新w和b，都是为了让平面离这个实例点更近，来让它满足分割，如果该实例点离超平面越近 它被扰动的可能性就越高，然后调整的次数自然就越多。

1. 读书计划

1、本周完成的内容章节：《统计机器学习》第二章

2、下周计划：《统计机器学习》第三章

四、读书摘要及理解

1、感知机是二类分类的线性分类模型，其输入为实例的特征向量，输出为实例的类别，取+1和-1二值。感知机对应于输入空间中将实例划分为正负两类的分离超平面，属于判别模型。感知机学习旨在求出将训练数据进行线性划分的分离超平面，为此，导入基于误分类的损失函数，利用梯度下降法对损失函数进行极小化，求得感知机模型。

2、感知机假设输入空间是n元向量，输出空间是+1和-1。输入是表示实例的特征向量，对应于输入空间的点；输出表示实例的类别，函数为：
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是两者的内积运算，sign是符号函数，即：
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感知机是一种线性分类模型，属于判别模型。感知机模型的假设空间是定义在特征空间中的所有线性分类模型或线性分类器。感知机的几何解释为：线性方程，对应于特征空间中的一个超平面S，其中w是超平面的法向量，b是超平面的截距。这个超平面将特征空间划分为两个部分，分别为正负两类。感知机预测，通过学习得到的感知机模型，对于新的输入实例给出其对应的输出类别。

3、假设训练数据集是线性可分的，感知机学习的目标是求得一个能够将训练集正实例点和负实例点完全正确分开的分离超平面。为了找出这样的超平面，即确定感知机模型参数w,b，需要确定一个学习策略，即定义（经验）损失函数并将损失函数极小化。

损失函数被定义为误分类点到超平面S的总距离：

![](data:image/png;base64,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)

这显然是非负的，如果没有误分类点，损失函数值是0。而且，误分类点越少，误分类点离超平面越近，损失函数值就越小。

4、感知机学习算法是误分类驱动的，具体采用随机梯度下降法。首先，任意选取一个超平面，然后用梯度下降法不断地极小化目标函数。极小化过程中不是一次使M中所有误分类点的梯度下降，而是一次随机选取一个误分类点使其梯度下降。当训练集线性可分时，感知机学习算法是收敛的。

感知机学习算法还有一个对偶形式，基本想法是，将w和b表示为实例xi和yi的线性组合的形式，通过求解其系数而求得w和b。